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Time-series Econometrics:

Cointegration and Autoregressive Conditional Heteroskedasticity

1. Introduction

Empirical research in macroeconomics as well as in financial economics is largely
based on time series. Ever since Economics Laureate Trygve Haavelmo’s work
it has been standard to view economic time series as realizations of stochastic
processes. This approach allows the model builder to use statistical inference in
constructing and testing equations that characterize relationships between eco-
nomic variables. This year’s Prize rewards two contributions that have deep-
ened our understanding of two central properties of many economic time series —
nonstationarity and time-varying volatility — and have led to a large number of
applications.

Figure 1.1: Logarithm (rescaled) of the Japanese yen/US dollar exchange rate (de-

creasing solid line), logarithm of seasonally adjusted US consumer price index (increas-

ing solid line) and logarithm of seasonally adjusted Japanese consumer price index

(increasing dashed line), 1970:1 − 2003:5, monthly observations

Nonstationarity, a property common to many macroeconomic and financial
time series, means that a variable has no clear tendency to return to a constant
value or a linear trend. As an example, Figure 1.1 shows three monthly series:
the value of the US dollar expressed in Japanese yen, and seasonally adjusted
consumer price indices for the US and Japan. None of these series, of which
the price series are considerably smoother than the exchange rate, seems to be



stationary, i.e., return to a fixed value or fluctuate around a linear trend (in
which case the deviations from trend are stationary). Other aggregate variables,
such as gross national product, consumption, employment, and asset prices share
this property. It is therefore proper to assume that they have been generated by
nonstationary processes and follow stochastic trends.

An important objective of empirical research in macroeconomics is to test
hypotheses and estimate relationships, derived from economic theory, among such
aggregate variables. The statistical theory that was applied well into the 1980s
in building and testing large simultaneous-equation models was based on the
assumption that the variables in these models are stationary. The problem was
that statistical inference associated with stationary processes is no longer valid if
the time series are indeed realizations of nonstationary processes.

This difficulty was not well understood among model builders three decades
ago. This is no longer the case, and Clive Granger can be credited with this
change. He has shown that macroeconomic models containing nonstationary
stochastic variables can be constructed in such a way that the results are both
statistically sound and economically meaningful. His work has also provided the
underpinnings for modeling with rich dynamics among interrelated economic vari-
ables. Granger has achieved this breakthrough by introducing the concept of
cointegrated variables, which has radically changed the way empirical models of
macroeconomic relationships are formulated today.

The second central property of economic time series, common to many fi-

Figure 1.2: Daily returns of the yen/dollar exchange rate and the corresponding 20-day

moving average of the squared changes, 1986-1995
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nancial time series, is that their volatility varies over time. Consider a financial
return series such as the rate of change of a daily exchange rate or stock index.
As an example, the upper panel of Figure 1.2 contains the first difference of the
series in Figure 1.1 measured at the daily frequency. The lower panel, which
displays a 20-day (four trading weeks) moving average of the squared returns,
clearly illustrates how high-volatility periods alternate with periods of relative
calm.

Volatility of returns is a key issue for researchers in financial economics and
analysts in financial markets. The prices of stocks and other assets depend on
the expected volatility (covariance structure) of returns. Banks and other finan-
cial institutions make volatility assessments as a part of monitoring their risk
exposure. Up until the 1980s, both researchers and practitioners in financial
markets used models in which volatility was assumed constant over time. As
Figure 1.2 illustrates, however, volatility may vary considerably over time: large
(small) changes in returns are followed by large (small) changes. The modeling
and forecasting of volatility are therefore crucial for financial markets.

Research on volatility models was initiated by Robert Engle who, in the early
1980s, developed a new concept that he termed autoregressive conditional het-
eroskedasticity, and acronymized ARCH. Since their advent, models built around
this concept have become an indispensable tool for financial analysts, bankers
and fund managers throughout the world. For two decades, Robert Engle has
remained at the forefront of research on volatility modelling and made several
outstanding contributions in this area.

2. Cointegrated economic variables

Macroeconomists build time-series models for testing economic theories, for fore-
casting, and for policy analysis. Such models are constructed and applied by
economists at universities, economic research institutes and central banks. There
is a long tradition of building large macroeconomic models with hundreds of equa-
tions and variables. More recently, small models with only a handful of equations
and variables have become more common. Since many of the time series model
builders use are best viewed as nonstationary, exploiting such series requires both
a new approach and statistical inference different from the traditional inference
developed for applications to stationary series.

In this section, we describe Clive Granger’s contributions that lead up to the
concept of cointegration and its applications. We begin by defining the concept
and the statistical theory related to it, including the so-called Granger represen-
tation theorem. This is followed by a description of the two-step method used
to test for cointegrating relationships and estimate equation systems with cointe-
grated variables. A number of extensions of the basic concept of cointegration are
briefly highlighted. We end by discussing applications. Empirical research on the
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purchasing power parity (PPP) hypothesis is used to illustrate how cointegration
may not only change empirical analysis, but also give it a new dimension.

2.1. Cointegration: basic definition

Returning to the time series in Figure 1.1, it is appropriate to assume that they
have been generated by nonstationary stochastic processes. For a long time it
was common practice to estimate equations involving nonstationary variables in
macroeconomic models by straightforward linear regression. It was not well un-
derstood that testing hypotheses about the coefficients using standard statistical
inference might lead to completely spurious results. In an influential paper, Clive
Granger and his associate Paul Newbold (Granger and Newbold (1974)) pointed
out that tests of such a regression may often suggest a statistically significant
relationship between variables where none in fact exists. Granger and Newbold
reached their conclusion by generating independent nonstationary series, more
precisely random walks.1 They regressed these series on each other and observed
the value of the t-statistic of the coefficient estimate calculated under the as-
sumption that the true value of the coefficient equals zero. Despite the fact that
the variables in the regression were independent, the authors found that the null
hypothesis of a zero coefficient was rejected much more frequently than stan-
dard theory predicts. At the same time, they observed that the residuals of the
estimated equation displayed extremely strong positive autocorrelation.2

These results indicated that many of the apparently significant relationships
between nonstationary economic variables in existing econometric models could
well be spurious. This work formed an initial step in Granger’s research agenda
of developing methods for building more realistic and useful econometric models.

Statisticians working with time-series models suggested a simple solution to
the “spurious regressions” problem. If economic relationships are specified in
first differences instead of levels, the statistical difficulties due to nonstationary
variables can be avoided because the differenced variables are usually stationary
even if the original variables are not. Economic theories, however, are generally
formulated for levels of variables rather than for differences. For example, theo-
ries of consumption postulate a relationship between the levels of consumption,
income, wealth and other variables − and not their growth rates. A model re-
lating the first differences of these variables would typically not make full use
of these theories. An alternative approach would involve removing a linear time
trend from the variables and specifying the empirical relationship between them

1Assume that {ετ}, τ = 0, 1, 2, ..., is a sequence of independent stochastic variables with
mean zero and variance σ2 and let ξt =

∑t

τ=0
ετ . Sequence {ξt}, t = 0, 1, 2, ..., is then a random

walk (without drift).
2Granger and Newbold (1974) reached their conclusions by simulation. The asymptotic

distribution theory valid for their experiment was worked out more than a decade later by
Phillips (1986). A compact presentation of these developments can be found in Granger (2001).
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using detrended variables. Removing (separate) time trends assumes, however,
that the variables follow separate deterministic trends, which does not appear
realistic, given the awkward long-run implications. Dynamic econometric models
based on linearly detrended variables may thus be able to characterize short-term
dynamics of economic variables but not their long-run relationships. The same
is true for models based solely on first differences.

Clive Granger’s solution to this problem may be illustrated by the simplest
possible regression equation:

yt = α + βxt + εt, (2.1)

where yt is the dependent variable, xt the single exogenous regressor, and {εt}
a white-noise, mean-zero sequence. Granger (1981) argues that in order to be
meaningful, an equation has to be consistent in the sense that “a simulation
of the explanatory right-hand side should produce the major properties of the
variable being explained”. For example, if yt is a seasonal variable, then xt has
to be seasonal, if εt is to be white noise. To develop the idea further, Granger
(1981) defined the concept of degree of integration of a variable. If variable zt
can be made approximately stationary by differencing it d times, it is called
integrated of order d, or I(d). Weakly stationary random variables are thus I(0).
Many macroeconomic variables can be regarded as I(1) variables: if zt ∼ I(1),
then ∆zt ∼ I(0). Note that I(1) variables dominate I(0) variables; in a linear
combination of variables the variation of the former overwhelms the variation of
the latter. To illustrate, if zt ∼ I(1) and wt ∼ I(0), then zt + wt ∼ I(1).

Consider again equation (2.1) and assume that both xt ∼ I(1) and yt ∼
I(1). Then, generally yt − βxt ∼ I(1) as well. There is, however, one important
exception. If εt ∼ I(0), then yt − βxt ∼ I(0), i.e., the linear combination yt − βxt

has the same statistical properties as an I(0) variable. There exists only one such
combination so that coefficient β is unique.3 In this special case, variables xt and
yt are called cointegrated. More generally, if a linear combination of a set of I(1)
variables is I(0), then the variables are cointegrated. This concept, introduced
in Granger (1981), has turned out to be extremely important in the analysis of
nonstationary economic time series. A generalization to I(d) variables, where d
is no longer an integer, is also possible, in which case the linear combination of
cointegrated variables has to be I(d − d0), where d0 > 0.

3Uniqueness can be shown as follows. Suppose there are two cointegrating relations between
the I(1) variables yt and xt:

yt = βjxt + εjt, j = 1, 2, β1 �= β2.

Subtracting the second from the first yields

(β2 − β1)xt = ε1t − ε2t.

The left-hand side of this equation is I(1) whereas the right-hand side as a difference of two
I(0) variables is I(0). This is a contradiction unless β1 = β2, in which case ε1t = ε2t.
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The importance of cointegration in the modeling of nonstationary economic
series becomes clear in the so-called Granger representation theorem, first formu-
lated in Granger and Weiss (1983). In order to illustrate this result, consider the
following bivariate autoregressive system of order p :

xt =

p∑
j=1

γ
1jxt−j +

p∑
j=1

δ1jyt−j + ε1t

yt =

p∑
j=1

γ2jxt−j +

p∑
j=1

δ2jyt−j + ε2t,

where xt and yt are I(1) and cointegrated, and ε1t and ε2t are white noise. The
Granger representation theorem says that in this case, the system can be written
as:

∆xt = α1(yt−1 − βxt−1) +

p−1∑
j=1

γ∗

1j∆xt−j +

p−1∑
j=1

δ∗
1j∆yt−j + ε1t

∆yt = α2(yt−1 − βxt−1) +

p−1∑
j=1

γ∗

2j∆xt−j +

p−1∑
j=1

δ∗
2j∆yt−j + ε2t, (2.2)

where at least one of parameters α1 and α2 deviates from zero. Both equations
of the system are “balanced”, that is, their left-hand and right-hand sides are of
the same order of integration, since yt−1 − βxt−1 ∼ I(0).

Suppose that yt−βxt = 0 defines a dynamic equilibrium relationship between
the two economic variables, y and x. Then yt − βxt is an indicator of the degree
of disequilibrium. The coefficients α1 and α2 represent the strength of the dise-
quilibrium correction, and the system is now said to be in error-correction form.
A system characterized by these two equations is thus in disequilibrium at any
given time, but has a built-in tendency to adjust itself towards the equilibrium.

Thus, an econometric model cannot be specified without knowing the order of
integration of the variables. Tests of the unit root (nonstationarity) hypothesis
were developed by Fuller (1976), Dickey and Fuller (1979, 1981), Phillips and
Perron (1988), and others.4 When these tests are applied to each of the three
time series in Figure 1.1, the null hypothesis of a unit root cannot be rejected.
But a unit root is rejected for the first differences of the series. The series can
thus be regarded as realizations of stochastic I(1) variables.

It should be mentioned that linear combinations of nonstationary variables
had appeared in dynamic econometric equations prior to Granger’s work on coin-
tegration. Phillips (1957), who coined the term “error correction”, and Sargan
(1964) were forerunners. The well-known consumption equation in Davidson,
Hendry, Srba and Yeo (1978), the so-called DHSY model, disseminated the idea

4Differencing a variable with a unit root removes the unit root.
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among macroeconomists. In their paper, based on quarterly UK series, a lagged
difference of ct−yt, where ct is the logarithm of private consumption of nondurable
goods and yt private income, represented the error-correction component. These
authors did not, however, consider the statistical implications of introducing such
components into their models.5

2.2. Cointegration: estimation and testing

The concept of cointegration would not have become useful in practice without
a statistical theory for testing for cointegration and for estimating parameters of
linear systems with cointegration. Granger and Robert Engle jointly developed
the necessary techniques in their classical and remarkably influential paper, Engle
and Granger (1987), where the theory of cointegrated variables is summed up
and extended. The paper contains, among other things, a rigorous proof of the
Granger representation theorem.

Engle and Granger (1987) consider the problem of testing the null hypothesis
of no cointegration between a set of I(1) variables. They estimate the coefficients
of a static relationship between these variables by ordinary least squares and
apply well-known unit root tests to the residuals. Rejecting the null hypothesis
of a unit root is evidence in favor of cointegration. The performance of a number
of such tests is compared in the paper.

More recently, it has become possible to test the null hypothesis that the
estimated linear relationship between the I(1) variables is a cointegrating rela-
tionship (errors in the regression are stationary) against the alternative of no
cointegration (errors are nonstationary). Tests of this hypothesis were developed
by Shin (1994), based on a well-known stationarity test in Kwiatkowski, Phillips,
Schmidt and Shin (1992), as well as by Saikkonen and Luukkonen (1993), Xiao
and Phillips (2002), and others.

Another fundamental contribution in Engle and Granger (1987) is the two-
stage estimation method for vector autoregressive (VAR) models with cointegra-
tion. Consider the following VAR model of order p:

∆xt= αβ′
xt−1+

p−1∑
j=1

Γj∆xt−j+εt (t = 1, ..., T ) (2.3)

where xt is an n × 1 vector of I(1) variables, αβ′ is an n × n matrix such that
the n × r matrices α and β have rank r, Γj, j = 1, ..., p − 1, are n × n para-
meter matrices, and εt is an n × 1 vector of white noise with a positive definite
covariance matrix. If 0 < r < n, the variables in xt are cointegrated with r
cointegrating relationships β′

xt. Stock (1987) had shown that under certain reg-

ularity conditions, the least squares estimator β̂ of β is consistent and converges

5For a discussion of the DHSY model using cointegration analysis, see Hendry, Muellbauer
and Murphy (1990).
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to the true value at the rapid rate T−1 (T is the number of observations); for

this reason β̂ is called superconsistent. Using this result, Granger and Engle
showed that the maximum likelihood estimator of the remaining parameters α

and Γj, j = 1, ..., p − 1, obtained by replacing β by β̂, has the same asymptotic
distribution as the estimator based on the true value β.

If the variables in x are cointegrated, the parameters of (2.3) can thus be
estimated in two stages: begin by estimating β or, more precisely, the cointe-
grating space (β up to a multiplicative constant) using a form of least squares.
Then, holding that estimate fixed, estimate the remaining parameters by maxi-
mum likelihood. The estimators of α and Γj, j = 1, ..., p − 1, are consistent and
asymptotically normal. Hypotheses involving these parameters and their values
can be tested using standard statistical inference.

The results in Engle and Granger (1987) opened the gates for a flood of appli-
cations. They enhanced the popularity of VAR models developed by Sims (1980)
to offer an alternative to simultaneous-equation models. Sims had emphasized the
use of unrestricted VAR models as a means of modelling economic relationships
without unnecessary assumptions. On the other hand, a VAR model with cointe-
gration is often based on the idea of a “long-run”, or moving equilibrium, defined
by economic theory and characterized by vector β′

xt−1 in (2.3) . The short-term
dynamics represented by the parameter matrices Γj, j = 1, ..., p − 1, are free
from restrictions. So is the strength-of-adjustment matrix α that describes the
contribution of the degree of long-run disequilibrium to the adjustment process
towards the moving target or equilibrium.

Engle and Granger’s two-step method represented a decisive breakthrough
in the modeling of economic relationships using nonstationary cointegrated time
series. Among later developments, the work of Johansen (1988, 1991) deserves
special mention. Johansen derived the maximum likelihood estimator of β or,
more precisely, the space spanned by the r cointegrating vectors in (2.3) using
reduced rank regression.6 He also derived sequential tests for determining the
number of cointegrating vectors. Johansen’s method can be seen as a second-
generation approach, in the sense that it builds directly on maximum likelihood
estimation instead of partly relying on least squares.

2.3. Extensions to cointegration

Granger and Engle, with various co-authors, have also extended the concept
of cointegration to seasonally integrated variables. In applied work, it is quite
common to render a time series with strong seasonal variation stationary by
seasonal differencing. For example, if xt is a nonstationary quarterly series, its
seasonal difference ∆4xt = xt − xt−4 may be I(0). If two nonstationary seasonal

6In practice, vector β is normalized by fixing one of its elements so that its estimate, as well
as the estimate of α, are unique.
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series xt and yt can be made I(0) by seasonal differencing and there exists a linear
combination yt−βxt ∼ I(0), then the two series are called seasonally cointegrated.
Such series were first analyzed by Hylleberg, Engle, Granger and Yoo (1990).

Granger and Lee (1990) defined the concept of multicointegration, which can
be a useful tool when modeling stock-flow relationships. Suppose xt and yt are
cointegrated. Then the cumulative sum of deviations from the cointegrating
relation yt − βxt = 0 is necessarily an I(1) variable. If this new variable is
cointegrated with one of the original cointegrated variables, xt or yt, then the
latter two are multicointegrated.7

In many cases, deviations from equilibrium are explained by transaction and
information costs. Granger and Swanson (1996) demonstrate how such costs may
be incorporated into models with cointegrated variables and how this may give
rise to a nonlinear error correction model. Adjustment costs are often lumpy,
however, and an adjustment will not occur unless the deviation from the equilib-
rium or desired value exceeds a certain threshold value. Granger and Swanson
show how such mechanisms, analyzed for instance in (S, s) models for adjusting
inventories and in menu cost models for price adjustment, can be incorporated
into models with cointegrated variables. Statistical theory for this type of cointe-
gration was first worked out by Balke and Fomby (1997), who called it threshold
cointegration. For recent developments in this area, see Lo and Zivot (2001).

2.4. Areas of application

Cointegration has become a common econometric tool for empirical analysis in
numerous areas, where long-run relationships affect currently observed values:
current consumption is restricted by expected future income, current long-term
interest rates are determined by expected short-term rates, and so on. In such
areas, potential cointegrating relationships can be derived from economic theory,
tested, and — if there is indeed cointegration — incorporated into econometric
models.

The wealth-consumption relationship is an example where the interplay be-
tween theory and practice is changing our view of the real world. The traditional
view in many textbooks is that an increase in wealth causes a rise in consumption
roughly in proportion to the real interest rate. This magnitude might also appear
reasonable in terms of the so-called life-cycle model of consumption and savings.
If it were true, the fluctuations on stock and housing markets would have a very
strong impact on consumption.

The traditional view, however, relies on econometric studies and simulated

7For example, sales and production in an industry may be I(1) and cointegrated, in which
case their difference, the change in inventory, is an I(0) variable. Then, the level of inventory
(initial level plus cumulated changes) will be I(1). With a target level of inventory, defined as
a fixed proportion of sales, inventory and sales would be cointegrated, This, in turn, makes the
original variables, sales and production, multicointegrated.
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models that do not distinguish sufficiently between temporary and permanent
perturbations in wealth. A very recent study by Lettau and Ludvigson (2003)
shows that consumption, labor income and wealth have to be cointegrated if
households observe an intertemporal budget constraint in their consumption be-
havior. After ascertaining that this theoretical starting-point agrees with their
data, the authors estimate an error-correction model that gives two results. First,
a majority of perturbations in wealth are temporary and related mainly to fluctu-
ations in the stock market and second, such temporary perturbations have little
effect on consumption, both in the short and long run.

Well-known cointegration studies based on economic theory include Camp-
bell and Shiller (1987) who study bubbles in asset prices, Campbell and Shiller
(1988), Cochrane (1994) and Lettau and Ludvigson (2001) who investigate the
predictability of stock prices, Campbell (1987) who tests the hypothesis that con-
sumption is determined by permanent income, King, Plosser, Stock and Watson
(1991), who consider the role of permanent productivity shocks in the postwar
US economy, Johansen and Juselius (1990) who study demand for money, and
Hall, Anderson and Granger (1992) who consider the term structure of interest
rates.

The study of exchange rates and prices allows us to illustrate, in a simple
way, how cointegration may transform empirical analysis and reveal new ways of
investigating old problems. A basic proposition, formulated long ago by Cassel
(1922), is that exchange rates adjust so as to maintain purchasing power parity
(PPP): the price of a bundle of goods, expressed in common currency, should be
the same across countries. (See Froot and Rogoff (1995) and Sarno and Taylor
(2002) for surveys of the literature on PPP, exchange rates and prices.) Assuming
two countries, we have

StP
∗

t = Pt (2.4)

where St is the exchange rate between the domestic and the foreign currency, and
Pt and P ∗

t are the price levels of domestic and foreign goods in local currency.
Put differently, the real exchange rate StP

∗

t /Pt is assumed to be constant and
equal to one.

At first, this proposition seems completely at odds with the observed huge
swings in exchange rates and relative stability of inflation rates; see e.g., the
series in Figure 1.1. The figure indicates that in the 1970s, contrary to the
simple PPP hypothesis, the yen gained strength against the dollar while the
Japanese inflation rate was higher than the US rate. Developments have been
less contradictory thereafter, but the relation between the fluctuating exchange
rate and the stable relative price levels nevertheless appears rather weak.

The lack of a clear-cut one-to-one relationship between the exchange rate and
relative prices should not seem surprising. First, in the short run, the exchange
rate is primarily affected by expectations and capital movements. Consequently,
it may take time for trade to smooth out deviations from PPP: at best, PPP
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is a long-run relationship. Second, deviations from PPP could be explained by
some goods being nontradable, as no obvious mechanism would eliminate price
differences between such goods. Third, transaction and shipping costs require
price differences to be of a certain minimum size before they are removed by
trade.

Empirical studies of the PPP hypothesis initially focussed on Cassel’s (1922)
simple formulation. PPP was tested by using regression models of the form

st = a + b(pt − p∗t ) + εt (2.5)

where st is the logarithm of the exchange rate between the home and foreign
currency, and pt and p∗t are the logarithms of the price levels of home and foreign
goods, respectively. As seen from (2.4) , the null hypothesis of PPP is equivalent
to a = 0 and b = 1 in (2.5). Frenkel (1978, 1981), and many others, estimated
equations of this type. In these articles, equation (2.5) was estimated by ordinary
least squares and the hypothesis b = 1 tested using the standard t-statistic.
Strong rejection of the PPP hypothesis was a common result, at least for data
from industrialized countries during the post-Bretton Woods period with floating
exchange rates. Moreover, the rejections showed no clear pattern: estimates of b
deviated from 1 both upwards and downwards. These tests are flawed, however,
as they do not take into account the prospective nonstationarity of exchange rates
and price levels, i.e., the possibility that εt ∼ I(1). Furthermore, static equations
of type (2.5) cannot separate (possibly strong) short-run deviations from PPP
and long-run adjustments of the exchange rate towards an equilibrium.

The next generation of studies explicitly treat PPP as a long-run relationship,
implying that deviations from PPP should follow a stationary process. This
amounts to assuming a = 0 and b = 1 in (2.5) and checking whether the residual,
that is, the deviation from a fixed real exchange rate, is an I(0) process. When
such tests were applied to post-Bretton Woods time series, they did not reject the
unit root hypothesis; see e.g., Meese and Rogoff (1988), and thus did not support
PPP even as a long-run relationship. An explanation offered in the literature
was that the time series had not been long enough for the unit-root tests to have
power. When the series are extended backwards a century or more, the unit-root
hypothesis is indeed generally rejected; see for example Frankel (1986).

If PPP is valid in the long run, how quick is the adjustment towards it? Edison
(1987) examined this question, applying an error-correction framework to series
covering a century or more. This meant estimating equations of the type

∆st = a + b(st−1 − pt−1 + p∗t−1
) + g(∆pt−1 −∆p∗t−1

) + εt, (2.6)

where b measures the rate of convergence towards PPP. Typical results suggest
half-lives of deviations from PPP of between 3 and 7 years. The short-run dy-
namic behavior of the exchange rate can then be explained as a combination of
transitory shocks and gradual adjustment towards PPP.
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These second-generation studies assume that there exists a cointegrating rela-
tionship between st, pt and p∗t with cointegrating vector β = (1,−1, 1), obtained
from the simple form of PPP. It seems realistic, however, to allow for a trending
real exchange rate, due to different trends in the relative prices of traded vs.
nontraded goods (the so-called Balassa-Samuelson effect).8 The relevant cointe-
grating vector in such a situation is β = (1,−µ, µ∗)′ where parameters µ and
µ∗, if they deviate from unity, may reflect different price trends for traded and
nontraded goods.9 To consider this extension, begin by running the regression

st = α + µpt − µ∗p∗t + εt (2.7)

and testing nonstationarity (or stationarity) of the errors. Stationary errors sup-
port the more general version of PPP. Next, if the errors are found to be sta-
tionary, the whole dynamic system can be estimated as discussed in Engle and
Granger (1987). This procedure gives an idea of whether and how the exchange
rate fluctuates around the PPP equilibrium.

A number of third-generation studies using this approach have been conducted
since the late 1980s. A common finding is that the null hypothesis of no cointe-
gration is rejected more frequently than the null of a unit root in st − pt + p∗t .
The results are still sensitive to the observation period: post-Bretton Woods data
tend to produce estimates of µ and µ∗ far from unity, while data from the entire
twentieth century produce values closer to one.

The three time series in Figure 1.1 serve to demonstrate how the validity of
the PPP hypothesis may be examined using cointegration analysis. Estimating
the parameters of equation (2.7) yields

st = 6.63 + 0.44pt − 1.07p∗t + ε̂t. (2.8)

The estimated residuals from (2.8) are graphed in Figure 2.1. They appear to
fluctuate around zero, which suggests stationarity, but display considerable per-
sistence, which suggests the opposite. Formal scrutiny is required.

Culver and Papell (1999) tested the PPP hypothesis for a number of countries,
with cointegration as the null hypothesis against the alternative of nonstationar-
ity, using the test of Shin (1994). Following their approach here, cointegration is

8According to the Balassa-Samuelson effect, poor countries grow faster than rich countries,
and consumer prices in the former increase faster than they do in the latter. A reason is that
faster growth in poor economies is primarily due to productivity growth in the tradable goods
sector where prices tend to be equal across all countries. Strong growth in productivity leads
to large wage increases in the non-tradables sector as well; in this sector, however, productivity
can be expected to grow at about the same rate in all countries. Large wage increases then
imply large increases in prices of non-tradables in poor countries. The latter price increases, in
turn, raise the growth rate of the aggregate consumer price index in these countries.

9This requires the assumption that the foreign price level p∗
t
is exogenous in the sense that

there is no feedback to it from the other two variables. This restricts the considerations to a
system with two equations, so that there can be at most one cointegrating vector.
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Figure 2.1: Residuals of regression (2.8)

not rejected at the 5% level. If we conclude that st, pt and p∗t can be regarded

as cointegrated, the vector β̂ = (1,−0.44, 1.07) estimated from (2.7) is a cointe-
grating vector. It is not close to (1,−1, 1) as would be required for the restricted
version of PPP, but the data provide weak support for a general version of PPP
between Japan and the US during the period 1975-2003.10

3. Modeling volatility

Many financial economists are concerned with modeling volatility in asset returns.
Portfolio-choice theory attempts to derive optimal portfolios as functions of vari-
ances and covariances of returns. The capital asset pricing model (CAPM) and
other asset-pricing models show how investors are rewarded for taking system-
atic risks, i.e., risks related to the covariance between their own and the market
portfolio or other non-diversifiable factors. Option-pricing formulas give prices of
options and other derivative instruments in terms of volatility of the underlying
asset. Banks and other financial institutions apply so-called value-at-risk mod-
els to assess risks in their marketable assets. For all these purposes, modeling
volatility or, in other words, the covariance structure of asset returns, is essential.

Financial economists have long since known that volatility in returns tends to
cluster and that the marginal distributions of many asset returns are leptokurtic,
which means that they have thicker tails than the density of the normal distri-
bution with the same mean and variance. Even though the time clustering of
returns was known to many researchers, returns were still modeled as indepen-
dent and identically distributed over time. Examples include Mandelbrot (1963)
and Mandelbrot and Taylor (1967) who used so-called stable Paretian distrib-
utions to characterize the distribution of returns.11 Robert Engle’s modelling

10The results are sensitive to the choice of null hypothesis, however. Augmented Dickey-
Fuller tests of the unit-root hypothesis, see Dickey and Fuller (1981), give t-values from −2.3
to −2.5, which are not small enough to reject the null hypothesis at the 0.1 significance level
(the critical value equals −2.58).

11For a thorough account of stable Paretian distributions and their use in finance and econo-
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of time-varying volatility by way of autoregressive conditional heteroskedasticity
(ARCH) thus signified a genuine breakthrough.

We begin this section by introducing Engle’s basic ARCH model, some of
its generalizations and a brief application. This is followed by a discussion of
the so-called ARCH-in-mean (ARCH-M) model where conditional first moments
— in applications, usually expected asset returns — are systematically related to
conditional second moments modeled by ARCH. Multivariate generalizations of
ARCH models are also considered, as well as new parameterizations of ARCH. We
conclude by considering value-at-risk analysis, where ARCH plays an important
role.

3.1. Autoregressive conditional heteroskedasticity

In time series econometrics, model builders generally parameterize the conditional
mean of a variable or a vector of variables. Suppose that at time t we observe
the stochastic vector (yt,x

′

t)
′ where yt is a scalar and xt a vector of variables such

that some of its elements may be lags of yt. This implies the following predictive
model for variable yt:

yt = E{yt|xt}+ εt, (3.1)

where the conditional mean E{yt|xt} typically has a parametric form,12 E{εt|xt} =
Eεt = 0, and Eεtεs = 0 for t �= s, that is, {εt} is a sequence of uncorrelated ran-
dom variables with mean zero. When estimating the parameters in E{yt|xt}, it is
typically assumed that the unconditional variance of the error term εt is constant
or time-varying in an unknown fashion. (Indeed, we assumed constant variances
and covariances in our presentation of estimation of cointegrated systems.)

Engle (1982) considered the alternative assumption that, while the uncondi-
tional error variance − if it exists − is constant, the conditional error variance is
time-varying. This revolutionary notion made it possible to explain systematic
features in the movements of variance over time and, a fortiori, to estimate the
parameters of conditional variance jointly with the parameters of the conditional
mean. The literature is wholly devoid of earlier work with a similar idea.

Engle parameterized the conditional variance of εt in model (3.1) such that
large positive or negative errors εt were likely to be followed by another large error
of either sign and small errors by a small error of either sign. More formally, he
assumed that εt can be decomposed as εt = zth

1/2
t , where {zt} is a sequence of

iid random variables with zero mean and unit variance, and where

ht = var(εt|Ft) = α0 +

q∑
j=1

αjε
2

t−j. (3.2)

metrics, see Rachev and Mittnik (2000).
12Alternatively, the conditional mean is a nonparametric function of xt, in which case the

focus is on estimating its functional form.
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In (3.2) , εt = yt − E{yt|xt}, and the information set Ft = {εt−j : j ≥ 1}, α0 > 0,
and αj ≥ 0, j = 1, ..., q.

Equation (3.2) defines the ARCH model introduced in Engle (1982), where
the conditional variance is a function of past values of squared errors. In this
classic paper, Engle developed the estimation theory for the ARCH model, gave
conditions for the maximum likelihood estimators to be consistent and asymp-
totically normal, and presented a Lagrange multiplier test for the hypothesis of
no ARCH (equal conditional and unconditional variance) in the errors εt.

3.2. Extensions and applications

In practice, ε2t tends to have a relatively slowly decaying autocorrelation func-
tion among return series of sufficiently high observation frequency, such as daily
or weekly series. An adequate characterization of this stylized fact requires an
ARCH model with a long lag q. But if the right-hand side of (3.2) is modified by
adding lags of the conditional variance ht (one lag is often enough), the resulting
model can be formulated with only a small number of parameters and still display
a slowly decaying autocorrelation function for ε2t . Not long after the publication
of the ARCH paper, Engle’s graduate student Tim Bollerslev introduced such a
model and called it the generalized ARCH (GARCH) model. This model has the
following form, see Bollerslev (1986),

ht = α0 +

q∑
j=1

αjε
2

t−j +

p∑
j=1

βjht−j. (3.3)

The first-order (p = q = 1) GARCH model, also suggested independently by
Taylor (1986), has since become the most popular ARCH model in practice.
Compared to Engle’s basic ARCH model, the GARCH model is a useful technical
innovation that allows a parsimonious specification: a first-order GARCH model
contains only three parameters. However, it does not add any conceptually new
insight.

The application in Engle (1982) involved macroeconomic series such as the
inflation rate, but Engle quickly realized that the ARCH model was useful in fi-
nancial economics, as well. Indeed, when considering time series of price changes,
Mandelbrot (1963) had already observed that “... large changes tend to be fol-
lowed by large changes − of either sign − and small changes tend to be followed
by small changes ...”, but he did not go on to model the returns as time depen-
dent. If the conditional mean is assumed constant, then the ARCH model can
be used to characterize return series that contain no linear dependence but do
display clustering of volatility. As the ARCH model is also suitable for modeling
leptokurtic observations, it can be used to forecast volatility. This, in turn, may
be crucial for investors who want to limit the riskiness of their portfolio.

The upper panel of Figure 3.1 shows the daily logarithmic returns (first dif-
ferences of the logarithms of daily closing prices) of the Standard and Poor 500

15



Figure 3.1: Upper panel: Logarithmic daily returns of the Standard and Poor 500

stock index, May 16, 1995 − April 29, 2003. Lower panel: Estimated conditional

variance for the same index from the first-order GARCH model (3.4).

stock index from May 16, 1995, to April 29, 2003 — 2000 observations in all.
Volatile periods do in fact alternate with periods of relative calm, as in the case
of the daily exchange rate series in Figure 1.2.

Fitting a first-order GARCH model to the series in Figure 3.1 under the
assumption that the errors zt are normal (and εt thus conditionally normal) yields

ht = 2× 10−6 + 0.091ε2t−1
+ 0.899ht−1. (3.4)

The sum of α̂1 + β̂
1

is close to one, which is typical in applications. Condition
α1 + β

1
< 1 is necessary and sufficient for the first-order GARCH process to

be weakly stationary, and the estimated model (3.4) satisfies this condition. The
lagged conditional variance ht−1 has coefficient estimate 0.9, meaning that 90% of
a variance shock remains the next day, and the half-life equals six days. The lower
panel of Figure 3.1 shows the estimated conditional variance ht over time. Spikes
in the graph have a relatively slowly decreasing right-hand tail, which shows that
volatility is persistent. Another noteworthy observation is that during turbulent
periods, conditional variance is several times higher than its basic level. This
suggests that the turbulence will have practical implications for investors when
forecasting of the volatility of a stock index or a portfolio. For a recent survey
on volatility forecasts, see Poon and Granger (2003).
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What is parameterized in (3.2) and (3.3) is conditional variance. An alter-
native proposed by Schwert (1990) is to parameterize the conditional standard

deviation h
1/2
t . This is important in forecasting with GARCH models. If the loss

function of the forecaster is based on the mean absolute error instead of the more
common root mean square error, it is natural to use a model that parameterizes
the conditional standard deviation and not the conditional variance. A more
general model would contain both alternatives as special cases. Such a model,
called the asymmetric power GARCH model, was introduced by Ding, Granger
and Engle (1993). They parameterized a general conditional moment hδ

t where
δ > 0. When Ding et al. (1993) estimated a power-GARCH(1,1) model for a

long daily return series of the S&P 500 index, they obtained δ̂ = 1.43, and both
null hypotheses, δ = 1 and δ = 1/2, were rejected. The GARCH(1,1) model has
nevertheless retained its position as the overwhelmingly most popular GARCH
model in practice.

3.3. ARCH-in-mean and multivariate ARCH-in-mean

ARCH and GARCH models are efficient tools for estimating conditional second
moments of statistical distributions — i.e., variances and covariances. A great deal
of financial theory deals with the connection between the second moments of asset
returns and the first moments (expected asset returns). It seemed self-evident to
extend the ARCH model to explicitly characterize this connection. Such a model,
Engle’s first application of ARCH to finance, can be found in Engle, Lilien and
Robins (1987). Engle and his co-authors consider a two-asset economy with a
risky asset and a risk-free asset. They assume that risk is measured as a function
of the conditional variance of the risky asset. As a result, the price offered by risk-
averse agents fluctuates over time, and the equilibrium price determines the mean-
variance relationship. This suggests including a positive-valued monotonically
increasing function of conditional variance in the conditional mean equation. In
its simplest form this yields

rt = β + g(ht) + εt, (3.5)

where rt is the excess return of an asset at time t, g(ht) is a function of the
conditional variance ht, and ht is defined as in (3.2). Engle et al. (1987) chose

g(ht) = δh
1/2
t , δ > 0, that is, a multiple of the conditional standard deviation

of εt. Equations (3.5) and (3.2) jointly define an ARCH-in-mean model. The
authors applied the model to explain monthly excess returns of the six-month US
Treasury bill. Assuming the risk-free asset was a three-month Treasury bill, they
found a significant effect from the estimated risk component δ̂ĥ

1/2
t on the excess

return rt.
In financial theory, however, the price of an asset is not primarily a function

of its variance but rather of its covariance with the market portfolio (CAPM)
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and other non-diversifiable risk factors (Arbitrage Price Theory). To apply the
ARCH-in-mean asset pricing model to the pricing of several risky assets thus
implied modelling conditional covariances. Instead of the standard CAPM where
agents have common and constant expectations of the means and the variances
of future returns, this generalization leads to a conditional CAPM, where the
expected returns are functions of the time-varying covariances with the market
portfolio.

Bollerslev, Engle and Wooldridge (1988) constructed such a multivariate GARCH
model. Let rt be the n× 1 vector of real excess returns of assets at time t and ωt

the corresponding vector of value weights. According to the CAPM, the condi-
tional mean vector of the excess returns is proportional to the covariance between
the assets and the market portfolio:

µt = δHtωt−1, (3.6)

where Ht = [hijt] is the n×n conditional covariance matrix, hijt is the conditional
covariance between asset i and asset j at time t and δ is a constant. Accord-
ing to (3.6) , expected returns of assets change over time with variations in the
covariance structure. In other words, the so-called β-coefficient in CAPM is time-
varying. Matrix Ht is parameterized in such a way that each conditional variance
and covariance has its own equation. As postulated by Bollerslev et al. (1988),
this leads to the following multivariate GARCH-in-mean model:

rt= α0 + δHtωt−1 + εt

and13

vech(Ht) = α+

q∑
j=1

Ajvech(εt−jε
′

t−j) +

p∑
j=1

Bjvech(Ht−j). (3.7)

With three assets (n = 3), system (3.7) consists of six equations, for three con-
ditional variances and three conditional covariances. To keep down the number
of parameters in (3.7) , Bollerslev et al. (1988) made the simplifying assumptions
that p = q = 1 and that A1 and B1 are diagonal matrices. They then applied the
model to quarterly data for three assets: bills (six-month Treasury bill), bonds
(twenty-year Treasury bond) and stocks (NYSE index including dividends). The
results show, among other things, that the conditional variances and covariances
are strongly autoregressive. The hypothesis that the conditional covariance ma-
trix Ht is constant over time is clearly rejected, which implies that the vector of
beta coefficients in the CAPM should be time-varying.

13The vech-operator chooses the observations in every column that lie above or on the main
diagonal and stacks them on top of each other, beginning with the first column. For instance,
let

A =

[
a11 a12

a21 a22

]
.

Then vech(A) = (a11, a12, a22)′.
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In order to mitigate the practical problem inherent in estimating a large num-
ber of parameters, Engle (1987) suggested a model that was later applied in Engle,
Ng and Rothschild (1990). In this factor-ARCH model the vector of asset returns
rt has the following definition:

rt= Bξt+εt, (3.8)

where rt has a factor structure. In equation (3.8) , B is an n× k matrix of factor
loadings, that is, parameters to be estimated, ξt is a k×1 vector of unobservable
factors, and k is expected to be much smaller than n. This implies that the
dynamic behavior of a large number of asset returns is characterized by a small
number of common factors. Assume now that the errors εt have a constant
conditional covariance matrix Ψ and that the factors have a diagonal conditional
covariance matrix Λt. Assuming that εt and ξt are uncorrelated leads to the
following conditional covariance matrix of rt :

cov(rt|Ft−1) = Ψ+BΛtB
′ = Ψ+

k∑

j=1

λjtβjβ
′

j, (3.9)

where Λt = diag(λ1t, ..., λkt) and βj is the jth column of B. If each λjt is assumed
to have an ARCH-type structure, the parameters of this factor-ARCH model can
be estimated. Estimation is simplified by assuming that the portfolios (their value
weights) are known, since this implies knowing the elements of βj. Estimation
and implications of the factor-ARCH model are discussed in Engle et al. (1990).
They applied a one-factor model (k = 1 in (3.9)) to the pricing of Treasury bills
of different maturities.

Independently of Engle and his co-authors, Diebold and Nerlove (1989) de-
veloped a similar model that was successfully applied to modeling commonality
in volatility movements of seven daily exchange rate series. Factor models of this
type have also been used to study linkages between international stock markets.

3.4. Other developments

Since its inception, the statistical theory of ARCH models has been extended
and applications abound. Hundreds of applications to financial time series had
already been listed in a survey by Bollerslev, Chou and Kroner (1992), and the
number has continued to grow steadily. Several authors have contributed to the
estimation theory for these models and derived conditions for consistency and
asymptotic normality of maximum likelihood estimators in both univariate and
multivariate ARCH and GARCH models.

Robert Engle himself has enhanced the expanding literature. One of the
problems in multivariate GARCH modeling was to ensure that the matrix Ht of
conditional covariances be positive definite for every t. Engle and Kroner (1995)
defined a parsimonious GARCH model where this assumption is satisfied that
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has become popular among practitioners. Engle (2002a) has suggested another
multivariate GARCH model with this property, the so-called dynamic condi-
tional correlation GARCH model. Independently of Engle, a similar model was
developed by Tse and Tsui (2002). This model is an extension of the constant
conditional correlation GARCH model of Bollerslev (1990).

Engle and Ng (1993) devise misspecification tests for GARCH models, which
is an important development. They also introduce a new concept, the news

impact curve. The idea is to condition at time t on the information available at
t − 2 and thus consider the effect of the shock εt−1 on the conditional variance
ht in isolation. Different ARCH and GARCH models can thus be compared by
asking how the conditional variance is affected by the latest information, “the
news”. For example, the news impact curve of the GARCH(1,1) model has the
form

ht = A + α1ε
2

t−1

where A = α0 + β
1
σ2 (σ2 is the unconditional variance of εt). This curve is

symmetric with respect to εt−1 = 0. Other GARCH models have asymmetric
news impact curves; see Engle and Ng (1993) and Ding et al. (1993) for examples
and discussion. According to such models, a positive and an equally large negative
piece of “news” do not have the same effect on the conditional variance.

Engle’s original idea has also spawned different parameterizations. The most
commonly applied is the exponential GARCH model of Nelson (1991), where
the logarithm of conditional variance has a parametric form. This was the first
asymmetric GARCH model. While ordinary GARCH models require parameter
restrictions for conditional variance to be positive for every t, such restrictions
are not needed in the exponential GARCH model.

Another model that deserves mention in this context is the autoregressive sto-
chastic volatility model. It differs from GARCH models in that the logarithm of
the conditional variance is itself a stochastic process. A first-order autoregressive
stochastic volatility process, first suggested by Taylor (1982), has the form

ln ht = α + β ln ht−1 + ηt

where ht is a positive-valued “conditional variance variable” and {ηt} is a se-
quence of independent, identically distributed random variables with mean zero
and constant variance. The stochastic volatility model of εt has an inherent
technical complication. It does not have a closed form because it contains two
unobservable random processes: {zt} due to the decomposition εt = zth

1/2
t , and

{ηt}. Recently, stochastic volatility models have attracted considerable attention
along with the development of effective numerical estimation methods for their
parameters; see the surveys by Ghysels, Harvey and Renault (1996) and Shephard
(1996).

Building on the theory of ARCH models, Engle recently considered new mod-
els for the empirical analysis of market microstructure. The idea is to apply a
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GARCH-like model to transaction data on durations between trades, which is
feasible because duration is a positive-valued variable in the same way as the
squared error ε2t in the ARCH model. In two contributions, Engle and Russell
(1998) and Engle (2000), defining the so-called autoregressive conditional dura-
tion (ACD), Engle initiated a new literature to clarify the behavior of individual
agents in stock markets. These papers have generated a remarkable amount of
interest and new papers on ACD models have appeared in rapid succession.

3.5. Application to value at risk

In addition to their use in asset pricing, ARCH and GARCH models have also
been applied in other areas of financial economics. The pricing of options and
other derivatives, where the variance of the underlying asset is a key parameter,
is an obvious area of application; see Noh, Engle and Kane (1994).

ARCH and GARCH models have also become popular and indispensable tools
in modern risk management operations. Nowadays banks, other financial institu-
tions and many large companies use so-called value-at-risk analysis. Value-at-risk
models are also used to calculate capital requirements for market risks accord-
ing the so-called Basle II rules; see, for example, Basle Committee on Banking
Supervision (1996). To understand the concept, consider an investor with an
asset portfolio. The investor wants to predict the expected minimum loss, Lmin,
on this portfolio that will occur at a given, small probability α over the holding
period. The predicted value of Lmin, the value at risk, measures the riskiness
of the portfolio. Turning this around, the prediction is that the loss will be no
greater than Lmin with probability 1− α. This concept is a natural measure for
risk control, for example in cases where a bank regulator wants to ensure that
banks have enough capital for the probability of insolvency within, say, the next
month not to exceed α.

The attraction of value at risk is that it reduces the market risk associated
with a portfolio of assets to an easily understandably number. The loss can be
calculated by assuming that the marginal distribution of returns is constant over
time, but — in view of the evidence — this does not seem realistic. If the return
distribution is time-varying, however, a model is required to predict the future
values of the conditional moments characterizing the distribution. If the latter
is assumed to be conditionally normal, then the first two moments, the mean
and the variance, completely characterize the distribution. GARCH models are
widely used for estimating the variance of the conditional return distribution
required to calculate the expected loss (their use can be extended to the non-
normal case as well). Practitioners often use an exponentially weighted moving
average

ht = (1− β
1
)ε2t−1

+ β
1
ht−1, 0 < β

1
< 1,

which is a special case of (3.3) and, more precisely, of the so-called integrated
GARCH model introduced by Engle and Bollerslev (1986).
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Manganelli and Engle (2001) survey the many approaches to computing the
value at risk. Variants of GARCH models have been important components of
this development. For instance, Engle and Manganelli (1999) have introduced a
so-called conditional autoregressive value at risk model, which is based on the
idea of directly modelling the quantile (α) of the distribution that is of interest.

As a simple example of the use of GARCH models in value-at-risk analysis,
consider an investor with an S&P 500 index — the series in Figure 3.1 — portfolio of
one million dollars. Assume that she applies the estimated GARCH(1,1) model
(3.4) with normal errors. The investor wants to estimate the amount below
which her loss will remain with probability 0.99 the next day the stock exchange
is open if she retains her portfolio. Consider two points in time: September
1, 1995 (Friday), when the conditional variance estimated from (3.4) attains its
minimum and July 31, 2002, when it obtains its maximum.14 The maximum
loss predicted from the GARCH model for September 5, 1995 (Tuesday, after
Labor Day), equals $ 12,400, whereas the corresponding sum for August 1, 2002,
is $ 61,500. The difference between the sums illustrates the importance of time-
varying volatility and of ARCH as a tool in the value-at-risk analysis.

4. Other contributions

Both Engle and Granger have made valuable contributions in several areas of
time-series econometrics. In addition to collaborating closely with Granger to
develop tests for cointegration and estimation techniques for models with coin-
tegrated variables, Engle has also done important work on exogeneity, a key
concept in econometric modeling (Engle, Hendry and Richard (1983) and Engle
and Hendry (1993)). Granger has left his mark in a number of areas. His de-
velopment of a testable definition of causality (Granger (1969)) has spawned a
vast literature. He has also contributed to the theory of so-called long-memory
models that have become popular in the econometric literature (Granger and
Joyeux (1980)). Furthermore, Granger was among the first to consider the use
of spectral analysis (Granger and Hatanaka (1964)) as well as nonlinear models
(Granger and Andersen (1978)) in research on economic time series. His contri-
butions to the theory and practice of economic forecasting are also noteworthy.
Granger and Morgenstern (1970) is an early classic in this area, while Granger and
Bates (1969) may be regarded as having started the vast literature on combining
forecasts.

14This example is, of course, artificial in the sense that the GARCH model is estimated for

a period ending April 29, 2003. In practice, the investor could only use a GARCH model

estimated for the observations available at the time the Value at Risk is calculated.
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5. Summary and hints for further reading

Since its inception, cointegration has become a vast area of research. A remark-
able number of books and articles dealing with theoretical aspects as well as
applications have been published. Cointegration has become a standard topic in
econometrics textbooks. Engle and Granger (1991) is a collection of key articles,
including some of the references in this paper. Books by Banerjee, Dolado, Gal-
braith and Hendry (1993), Johansen (1995) and Hatanaka (1996) consider the
statistical theory underlying cointegration analysis. Watson (1994) is a survey
that has a general vector autoregressive model with nonstationary variables as
its starting-point. A broad technical overview of the statistical theory of nonsta-
tionary processes including cointegration can be found in Tanaka (1996).

Autoregressive conditional heteroskedasticity has, like cointegration, gener-
ated an extensive literature, and most time series and econometrics texts nowa-
days include an exposition of the topic. Engle (1995) is a collection of key papers.
Surveys include Bollerslev, Engle and Nelson (1994), Diebold and Lopez (1995),
Palm (1996) and Shephard (1996). The book by Gouriéroux (1996) discusses
both statistical theory and financial applications. Finally, Engle (2002b) offers a
glimpse into the future.

The work of Clive Granger on nonstationary time series and that of Robert
Engle on time-varying volatility has had a pervasive influence on applied eco-
nomic and financial research. Cointegration and ARCH, and the methods the
two scholars have developed around these concepts, have indelibly changed the
way econometric modeling is carried out.
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